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Abstract 

 
Local features have become a staple of most recognition systems, whether of 
individual objects or object categories. Why are local features useful? Why do we 

want to break down images into little pieces? And what kind of "signature" do we 
want to use to describe these pieces? The image of an object depends on its 

properties (shape, reflectance), but also on other accidents of the image 
formation process: Occlusions, viewpoint, illumination, intrinsic variability.   

Local features are designed to trade off invariance to these accidents, also known 
as "nuisance factors", while at the same time maintaining as much "information" 

about the object as possible. For the most part, this tradeoff is set in an ad-hoc 

fashion, using common sense, engineering practice, inspiration from the primate 
visual system. Is there a systematic way to design features? Or to set their 

parameters? How does a choice of local feature play in the design of the classifier 
downstream? What are the limitations, and the strenghts, of existing local 

features?   In this lecture, we will  address some of these questions, drawing from 
recent literature that the students are supposed to have read prior to the 

commencement of the school. 
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